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Abstract. This paper presents a novel approach of reinforcement learn-
ing for continuous systems. The scheme is based in wavelet networks
to approximating the continuous space of states. The structure of the
wavelet network is dynamically generated accord to the explored re-
gions and trained with a modified Q-Learning algorithm. The wavelet
network include a IIR filter in order to make smooth controllers. This
novel approach is called adaptive wavelet reinforcement learning control
(AWRLC). Simulations of applying the proposed method to underactu-

ated systems are performed to demonstrate the properties of the adaptive
wavelet network controller.

1 Introduction

Reinforcement learning (RL)
without explicit instructions,
perform. So,

is learning to perform sequential decision ta.slfs
only optimizing a criterion about how the task is
the learner doesn’t know which actions to take, but instead muft
discover which actions yield the most reward by trying them. This method, is
goal-directed, and seems better adapted to the solution of a kind of cox.ltrol
problems [1,2], which ones about searching a final goal, and the problem is to
find a policy that reach this goal [3].

The basic RL algorithms use a look-up table scheme in order to represent
the value function Q(s,a). Unfortunately this representation is limited when
working with continuous spaces like physical systems. Several approaches can be
applied to deal with this problems, like function approximation techm'qu&s.-Neu—
ral networks offers an interesting perspective due to their ability to approximate
nonlinear functions [4]. o

In recent years, wavelets have attracted much attention in many scientific
and engineering research areas. Wavelets possess two features that make thexz
especially valuable for data analysis: they reveal local properties of t,he fiata an X
they allow multiscale analysis. The local property is useful for applications tha.d
requires online response to changes, such a controlling process. Wavelets alned
neural networks have been combined [5, 6], to form a class of networks, so cal
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wavelet networks, which are capable of handling moderately high-dimensional

problems [4].
Inspired by the theory of multi-resolution analysis of wavelet transform and

suitable adaptive control laws, an adaptive wavelet network is proposed for ap-
proximating action-value functions [7]. In this paper, we propose an adaptive
wavelet reinforcement learning control (AWRLC) whose design is based on the
promising function approximation capability of wavelet networks. The goal of the
paper is to propose a control scheme based on RL algorithms and an AWRLC
to control underactuated systems. We proposed a IIR filter in order to avoid
bang-bang controllers. In this work the the Pendubot was used like example to
evaluate the advantages and disadvantages of AWRLC methods for control of
underactuated systems.

The work is organized as follows. Section 2 presents the reinforcement learn-
ing approach. In Section 3 is summariezed the background about wavelets net-
works, while Section 4 shows the control scheme which is implemented in the
system. Section 5 gives the results obtained by numerical simulation. Finally, in
Section 6 conclusions from results and future work are presented.

2 Reinforcement Learning

Q-Learning is a reinforcement learning method where the learner builds incre-
mentally a Q-function which attempts to estimate the discounted future rewards
for taking actions given states. the system is assumed as a Markov Decision Pro-
cess (MDP) [3]. So, in a common control task maximize the total return R,

expressed in (1) is the main objective.

T
R, = Z’kat+k+1 (1)

k=0

Where R, is the total return at state s, and r, is the reward value (numerical)
when the system reach the state s;.In this way, the output of the Q-function for
state s; and action a; is denoted by Q(s¢,a:). When action a; has been chosen
and applied, the system is moved to a new state, si4+1, and a reinforcement

signal, 7441, is received, Q(s:,a;) is updated by [3]:

Q(St+1,e41) — Q(s¢,a0) + b 2

where

0 =Te4 +’me~x Q(st+1,0) — Q(st,a4)

0 < a < 1 is the learning rate, and 0 < 4 < 1 is called the discount, this
parameter is used to decrease 7441 in the total return (1).
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3 Wavelet Networks

Wavelets are a class of functions which have some interesting and special prop-
erties. These properties are localization in scale and time, compact support,
multiresolution analysis among others. The original objective of the theory of
wavelets is to construct orthogonal bases of L,(R). These bases are constituted
by translations and dilations of the same function 1 called “mother wavelet” {8].

The structure of a wavelet network is a type of building block similar to
a RBF network [6]. This building block allows the approximation of unknown
functions by the concept of the multi-resolution approximation. The building
block is formed by shifting and dilating the basis function %9, (the modified
version is its “daughter wavelet”) and a “father wavelet” ¢. Most commonly,

wavelet bases are derived using shift-invariance and dyadic dilation. In this way
we use the dyadic series expansion

Yik(z) = 229Xz~ k), jkez 3)

which is integral power of 2 for frequency partitioning. The daughter wavelet (3)

is obtained from a mother wavelet function % by a binary dilation (i.e. dilation
by 27) and a dyadic translation (of k/27 ).

Fig. 1: Structure of wavelet network.

In this way combination of wavelet and neural networks can handle problems
of large dimensions well and can make constructing network easily. The basic

structure of a wavelet network is illustrated in Fig 1. The operation of each layer
is summarized as follows [9)

— Using If and Of to denote the input and output of the ith node in the jth
layer, in first layer inputs are introduce into the network

Ol=I'=z;, i=1,2,...,n

— Second layer consists of wavelet which one corresponding to pairs of (J, k)

in (3), and the inputs and outputs of the wavelet nodes in this layer can be
described as

=[oL,...,01]" .
i Iy eie 2y S =12,...,
{0?=2J/2¢(2113—k) ' "
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— Finally the input-output reltion in third layer is expressed with

m
y= o8 = Zw.JOf
i=1

4 Control Scheme

The control scheme is based in a wavelet network (W) trained with reinforcement
learning. Accord with Fig. 1 the structure of the wavelet network is composed by
three lavers. First layer is the input layer, third layer is the output layer, and the
second layer is the hidden layer with wavelet functions as activation functions.
In order to deal with continuous actions our scheme presents an extra layer. This
layer is an Infinite Impulse Response (IIR) synopsis network, which computes a
continuos action accord to the outputs in the third layer (see Fig. 2a).

The main motivation for to implementing a wavelet network in this scheme
is because artificial neural networks allow to approximate unknown functions,
and with RL algorithms the idea is to approximate a Q-function. The wavelet
network structure could be represent like a MISO system, with n input variables

and only one output variable, like in Fig. 2a.

4.1 Building the Wavelet Network

The process of building the architecture of the wavelet network is performed
on-line with the exploration through new states, due in part to the absence of
data generated in past operations (training data). This growing of wavelet basis
provide support to new states in order to approximate the Q-function with better

accuracy.
New wavelet basis are generated with series expansion techniques, in this

case was applied (3) with n-dimensions, with a tensor product [10-12].
n
P(X) = P(z1, T2y, 2n) = [ | ¥(z5) (4)
=1
The mother wavelet implemented in this scheme is Mexican Hat defined as fol-

lows i
(1-z)e* (5)

2

Y(z) m

The translation parameter in each one of the dimensions is determined by
k = z; 27 where j is the scale of the wavelet basis and z; is an element without
support in the structure of W, when the learning process begins, the first neuron
with support in W is created over the initial coordinates z; = 0,22 = 0,...,Tn =
0.
In this way is possible initialize the learning with W empty, and W grows
accord to the explored regions. The growing is controlled by the election of a
threshold € which determines the minimum value in order to consider if a given
state has support in the structure of the network. The diagram shown in Fig. 3
presents the algorithm for the construction of the wavelet network W.
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Fig.2: IIR Adaptive Wavelet Networks Structure: (a) Like a MISO system with n inputs
and one output, in the second layer activation functions are wavelets; (b) IIR Model
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Fig.3: Building the wavelet network.



4.2 Training the Wavelet Network

The training process in W consists in update the weights of layer 3. This training
is performed on-line according to the interaction in the environment.

The updating rule is a combination between reinforcement learning and the
gradient descent method. The reinforcement learning method implemented is
Q-Learning due to its capacity of learning over the best action independently of
the action selected. The updating rule applied in W is given by:

wi(t+1)=wii(t)+ Aw, j=1,...,m (6)

Aw=ao [T¢+1 -+ 'yxef;xyj(t + 1) &= yj(t)] Id’(x)l

where a is the learning rate, r4) is the reward at the time t + 1, and « is the

discount with the same function that in (2).

The structure shown in Fig. 2a could be see like a MIMO system until layer
3 [10]. At the time t there is a vector Y = [y1,y2,-..,ym]7 with m outputs. So
yi(t) is the output value of the neuron i in layer 3, where i € 1,2,...,m. The
value of i represents the selected action in the exploration process, treated in
the next section.

In the training applied to neuronal networks, target values are required. And,
in this scheme the target values is the maximum output given by W at the time
t+1 in neurons of layer 3. In this way, the ap_ on of Q(s, a) is achieved on-
line without training data. In each iteration several neurons could be activated,
but only the weights of neurons with value of activation bigger than the threshold

0 < £ < 1 are modified.

4.3 tion

process, the network W allows to make elections between

Durin,

the se s). This selection can be applied with some kind of explo-
ration r e— greedy [3]. The selection of actions is performed with
the ov layer 3 of W, (v1,¥2,.--,Ym). Each output represents the
appro: for the function Q(s,a). And in a greedy exploration, the

neuron with maximum value always is taken as control action.

4.4 Operation Process

After the learning process (i.e W is built and trained), the last layer in W
computes continuos actions, which ones will be applied to the continuous system.
This layer computes actions accord to the discrete actions learned for neurons
in layer 3. In the last layer only one neuron is presented (Fig. 2a), and consist

in a IIR filter.
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5 Application

The control scheme AWRLC presented in Section 4 was applied to one under-
actuated system (Pendubot) in order to control it in one equilibrium point. For
the Pendubot the equilibrium position is the called UP-UP configuration (the
first and the second link in vertical position like in Fig 4). The set of parameters
applied in learning process with W is summarized in Table 1.

Table 1: Operation parameters

Parameter

Description Value

n
m

61,61,62,6,
A(s)

Number of inputs.
Number of neu-
rons (outputs) in
second layer.

4! X = [31'352,3:3,14]
3, Y= [yx,yz,yalr

Initial conditions |X = [r,0,n,0]T
Set of actions. -1,0,+1
Learning rate. 0.2

Discount. 0.9

Exploration 0.1

€— greedy.

Mother Wavelet. |Mexican Hat
Scale of wavelets. |3
Threshold. 0.2

©; =1

05 =mx

Fig. 4: Pendubot configuration UP-UP.

The control task in the system, is realized by W with a learning process
based in RL. And the rewards for learning were assigned in continuous form,
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according to 6,,6;,62 and 6,. The desired value for 6; and 8, is around « (UP-
UP Configuration). So rewards were given accord to the angular position of both

links, this assignation was realized as follows:

— —3When 6y ~m, 02 # 7, 6, >0and 6, >0
—2 When 6; =7, 62 ~m, 6, >0 and 62 >0
—1 When 8 ~7, 62 ~m, 6, =~0and 62 >0
+1 When 6; >~ m, 62 ~m, 6, ~ 0 and 0}:0

The simulation was applied with a time step of 0.01s during 2000 episodes,
with 7 = 3. A pruning process was applied in order to reduce the number of
neurons. This pruning process is due to the growing of number of neurons in
second layer related with the exploration property of RL algorithms, and some
neurons doesn’t have influence in the control task. So, 10 operation process
were performed and the most important neurons were identified. Originally the
network W has 2463 necurons, but with the pruning process the number was
reduced to 131.

The reduced structure of AWRLC was applied to the system allowing to
control the system in the desirable position, although to disturbances introduced

to the torque of the first link.

3.15 i
01 3.14 A
3.13t 4

fo 70 20 30 30 B0 60 sec

Fig.5: 61, mass and large of both links like in training.

Fig. 6.a shows the behavior of the first link in 60 seconds of operation. Ran-
dom disturbances were applied every 0.5 seconds of +2 and —2. In this plot the
value of 6; is around to the desirable value in spite of the disturbances. In the
same way Fig. 6.b presents the behavior of the second link during 60 seconds. It
is possible to observe that the position is stable around an ideal value.

The main difference between the scheme presented in [10] and the actual
AWRLC is the application of continuous actions. In [10] actions applied to the
underactuated system are purely discrete actions. Fig. 7 presents the continu-
ous actions applied to the system and disturbances introduced in 3 seconds of

operation.



1IR Adaptive Wavelet Network with Reinforcement Learning 137

3.16}

@2 3.15}

3.14

o 70 20 30 20 50

60 sec

Fig.6: 6;, mass and large of both links like in training.

Continuous
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Fig.7: Continuous actions and disturbances.

6 Conclusions and Future Work

6.1 Conclusions

In this work is presented the AWRLC scheme based in Reinforcement Learning
algorithms, Wavelet Networks structure and IIR filter. AWRLC allow to deal
with continuous spaces of states and actions. This represents an improvement
with respect to the work presented in [10]. A simulation results of a Pendubot
system was presented as illustrative example. The control of this system is spe-
cially difficult since is an underactuated mechanisms (two degrees of freedom
and only one input).

Control scheme is based on learning methods, modifying one of the most
popular RL algorithms: Q-Learning with adaptive wavelets networks. This ap-
proach uses a wavelet networks to approximate a Q-function, where the function
gives the optimal control policy. Finally a IIR filter in order to avoid bang-bang
controllers, which is applied to the underactuated system.

The simulation results show that this controller provides a good performance
when keeping the systems in the unstable vertical positions. Results indicate that
the AWRLC is a potentially attractive alternative for underactuated systems.

The algorithm for build wavelets networks in Fig. 3 represents an advan-
tage working with physical systems with unknown limits of operation, because
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this method of generating neurons create support in regions accord to the ex-
plorations. Multi-resolution is other attractive property handled by this kind of
wavelet networks. The scales of resolution allow to approximate with good accu-
racy unknown functions, and in this case coarse approximations doesn’t produces

optimal control policies.

6.2 Future Work

The optimality over the policy built by AWRLC is one of the topics in fur-
ther discussion. Besides, convergence and stability studies are in development

actually.
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